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- Special situation: Randomized Algorithms
- Performance values cannot be given absolute!
- 1 run $=1$ application of an optimization algorithm to a problem, runs are indepdentent from all prior runs
- Results can be different for each run!
- Executing algorithm one time does not give reliable information
- Statistical evaluation over a set of runs necessary
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## Performance Indicators

- Two key parameter ${ }^{[1-3]}$ :
(1) Solution quality reached after a certain runtime
(2) Runtime to reach a certain solution quality
- Measure data samples $A$ containing the results from multiple runs and estimate key parameters.
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## Absolute Runtime

Measure the (absolute) consumed runtime of the algorithm in ms

- Advantages:
- Results in many works reported in this format
- A quantity that makes physical sense
- Includes all "hidden complexities" of algorithm
- Disadvantages:
- Strongly machine dependent
- Granularity of about 10 ms : many things seem to happen at the same time
- Can be biased by "outside effects", e.g., OS, scheduling, other processes, I/O, swapping, ...
- Inherently incomparable
- Hardware, software, OS, etc. all have nothing to do with the optimization algorithm itself and are relevant only in a specific application...
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Measure the number of fully constructed and tested candidate solutions

- Advantages:
- Results in many works reported in this format (or FEss can be deduced)
- Machine-independent measure
- Cannot be influenced by "outside effects"
- In many optimization problems, computing the objective value is the most time consuming task
- Disadvantages:
- No clear relationship to real runtime
- Does not contain "hidden complexities" of algorithm
- 1 FE: very different costs in different situations!
- Relevant for comparing algorithms, but not so much for the practical application
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- Prefered by Hansen et al. ${ }^{[2]}$ :
- Measures a time needed to reach a target function value $\Rightarrow$ "Algorithm $A$ is two/ten/hundred times faster than Algorithm $B$ in solving this problem"
- Benchmark Perspective: No interpretable meaning to the fact that Algorithm $A$ reaches a function value that is two/ten/hundred times smaller than the one reached by Algorithm $B$
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## Which Indicator is better?

- Best objective function value reached after a certain number of FEs
- Prefered by many benchmark suites such as ${ }^{[4]}$.
- Practice Perspective: Best results achievable with given time budget wins.
- This perspective maybe less suitable for benchmarking, but surely true in practice.
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- No official consesus on which view is "better".
- This also strongly depends on the situation.
- No official consesus on which view is "better".
- This also strongly depends on the situation.
- Best approach: Evaluate algorithm according to both methods.
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## Determining Target Values

- How to determine the right maximum FEs or target function values?
(1) From studies in literature regarding similar or the same problem.
(2) From experience.
(3) From prior, small-scale experiments.
(4) Based on known lower bounds
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## Important Distinction

- Crucial Difference: distribution and sample
- A sample is what we measure (10 throws, mean result 4)
- A distribution is the asymptotic result of the ideal process (Expected value: 3.5)
- Statistical parameters of the distribution can be estimated from a sample
- Example: Dice Throw
- Never foget: All measured parameters are just estimates.


## Arithmetic Mean

## Definition (Arithmetic Mean)

The arithmetic mean mean $(A)$ is an estimate of the expected value of a data sample $A=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$. It is computed as the sum of all $n$ elements $a_{i}$ in the sample data $A$ divided by the total number of values.

$$
\operatorname{mean}(A)=\frac{\sum_{\forall a \in A} a}{n}=\frac{1}{n} \sum_{i=0}^{n-1} a_{i}
$$
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## Definition (Median)

The median $\operatorname{med}(X)$ is the value right in the middle of a sample or distribution, dividing it into two equal halves.

$$
\begin{equation*}
P(X \leq \operatorname{med}(X)) \geq \frac{1}{2} \wedge P(X \geq \operatorname{med}(X)) \geq \frac{1}{2} \tag{1}
\end{equation*}
$$

- The probability of drawing an element less than or equal to $\operatorname{med}(X)$ is $50 \%$
- The probability of drawing an element greater than or equal to $\operatorname{med}(X)$ is $50 \%$
- For a sorted data sample $A=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ of $n$ elements the median $\operatorname{med}(A)$ can be estimated as:

$$
\operatorname{med}(A)= \begin{cases}a_{\frac{n-1}{2}+1} & \text { if } n \text { is odd } \\ \frac{1}{2}\left(a_{\frac{n}{2}}+a_{\frac{n}{2}+1}\right) & \text { otherwise }\end{cases}
$$

## Example for Data Samples

- Two sets of data samples $A$ and $B$ with $n_{a}=n_{b}=19$ values.

$$
\begin{aligned}
& A=(1,3,4,4,4,5,6,6,6,6,7,7,9,9,9,10,11,12,14) \\
& B=(1,3,4,4,4,5,6,6,6,6,7,7,9,9,9,10,11,12,10008)
\end{aligned}
$$



## Arithmetic Mean: Example

- Two data samples $A$ and $B$ with $n_{a}=n_{b}=19$ values.

$$
\operatorname{mean}(A)=\frac{1}{19} \sum_{i=1}^{19} a_{i}=\frac{133}{19}=7 \quad \operatorname{mean}(b)=\frac{1}{19} \sum_{i=1}^{19} b_{i}=\frac{10127}{19}=533
$$




## Median: Example

- Two data samples $A$ and $B$ with $n_{a}=n_{b}=19$ values.

$$
\begin{aligned}
A=(1,3,4,4,4,5,6,6,6,6,7,7,9,9,9,10,11,12,14) & \Rightarrow \operatorname{med}(A)=6 \\
B=(1,3,4,4,4,5,6,6,6,6,7,7,9,9,9,10,11,12,10008) & \Rightarrow \operatorname{med}(B)=6
\end{aligned}
$$
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## Mean vs. Median

- When describing a random process, we should always use the median instead of the mean. ${ }^{[5-8]}$, because
(1) the median is more robust towards outliers,
(2) the mean is useful (only) for symmetric distributions and badly represents skewed distributions.
- The median is the first statistic we should take a look at!
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## Definition (Standard Deviation)

The statistical estimate $\operatorname{stddev}(A)$ of the standard deviation of a data sample $A=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ is the square root of the estimated variance $\operatorname{var}(A)$.

$$
\begin{aligned}
\operatorname{var}(A) & =\frac{1}{n-1} \sum_{i=0}^{n-1}\left(a_{i}-\operatorname{mean}(A)\right)^{2} \\
\operatorname{stddev}(A) & =\sqrt{\operatorname{var}(A)}
\end{aligned}
$$
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## Definition (Quantile)

The $q$-quantiles divide a sorted data sample $A=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ into $q$ parts $T_{i}$ which contain the same amounts of elements (i.e., quantiles are a generalized median).
The $k^{\text {th }} q$-quantile of $A$, i.e., quantile ${ }_{q}^{k}(A)$, can be estimated as follows:

$$
\begin{aligned}
t & =\frac{k * n}{q} \\
\text { quantile }_{q}^{k}(A) & = \begin{cases}\frac{1}{2}\left(a_{t}+a_{t+1}\right) & \text { if } t \text { is integer } \\
a_{\lceil t\rceil} & \text { otherwise }\end{cases}
\end{aligned}
$$

- The quantile ${ }_{2}^{1}(A)$ is the median of $A$
- 4-quantiles are called quartiles.
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## Standard Deviation: Example

- Two data samples $A$ and $B$ with $n_{a}=n_{b}=19$ values.

$$
\begin{aligned}
A & =(1,3,4,4,4,5,6,6,6,6,7,7,9,9,9,10,11,12,14) \\
\operatorname{mean}(A) & =7 \\
B & =(1,3,4,4,4,5,6,6,6,6,7,7,9,9,9,10,11,12,10008) \\
\operatorname{mean}(B) & =533 \\
\operatorname{var}(A) & =\frac{1}{19-1} \sum_{i=1}^{19}\left(a_{i}-\operatorname{mean}(a)\right)^{2}=\frac{198}{18}=11 \\
\operatorname{var}(B) & =\frac{1}{19-1} \sum_{i=1}^{19}\left(b_{i}-\operatorname{mean}(b)\right)^{2}=\frac{94763306}{18} \approx 5264628.1 \\
\operatorname{stddev}(A) & =\sqrt{\operatorname{var}(A)}=\sqrt{11} \approx 3.31662479 \\
\operatorname{stddev}(B) & =\sqrt{\operatorname{var}(B)}=\sqrt{\frac{94763306}{18}} \approx 2294.477743
\end{aligned}
$$

## Quantiles: Example

- Two data samples $A$ and $B$ with $n_{a}=n_{b}=19$ values.
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## Robust Statistics

- Robust statistic measures are:
(1) Median
(2) Quantiles
- Only if necessary, compute the estimates of the
(1) Arithmetic Mean
(2) Standard Deviation
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## Introduction
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- We can now e.g., perform 20 runs each with two different optimization algorithms on one problem and compute the median of one of the two performance measures.
- Likely, they will be different.
- For one of the two algorithms, the results will be better.
- What does this mean?
- It means that one of the two algorithms is better with a certain probability
- If we say " $A$ is better than $B$ ", we have a certain chance $\alpha$ to be wrong.
- The statement " $A$ is better than $B$ " makes only sense if we can give an upper bound $\alpha$ for the error probability!
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- Compare two data samples $A=\left(a_{1}, a_{2}, \ldots\right)$ and $B=\left(b_{1}, b_{2}, \ldots\right)$ and
- Get a result (e.g., "The median of $A$ is bigger than the median of $\left.B^{\prime \prime}\right)$ together with an error probability $p$ that the conclusion is wrong.
- If $p$ is less than a significance level (upper bound) $\alpha$, we can accept the the conclusion.
- Otherwise, the observation is not significant.


## Underlying General Idea

- We observe some ongoing process P and make some kind of observation $O$.


## Underlying General Idea

- We observe some ongoing process P and make some kind of observation $O$.
- Question: Can we say: "The observation $O$ is a good approximation of what process P does"?


## Underlying General Idea

- We observe some ongoing process P and make some kind of observation $O$.
- Question: Can we say: "The observation $O$ is a good approximation of what process P does"?
- Question: How likely is this observation $O$ in the case that it is NOT an approximation of P .


## Underlying General Idea

- We observe some ongoing process P and make some kind of observation $O$.
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- In this case, the probabilities for heads and tails are $q=P($ head $)=P($ tail $)=0.5$.
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- Question: How likely is it that I win at least 180 times if I did not cheat?
- If the coin was an ideal coin, the chance that I win at least 180 out of 200 times is about $1 \cdot 10^{-33}$.
- If you claim that I cheat, your chance to be wrong is about $1 \cdot 10^{-33}$.
- Thus, if we cannot accept a chance $p$ to be wrong higher than a significance level $\alpha=1 \%$, we can still say:

The observation is significant, I did likely cheat.
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- Assumption: Observed difference in $\gamma(A)$ and $\gamma(B)$ are significant, i.e., likely to occur $\left(H_{1}\right)$.
- Counter-Assumption: Observed differences are result of random fluke $\left(H_{0}\right) \ldots D_{A}=D_{B}$ (and hence $\left.\gamma\left(D_{A}\right)=\gamma\left(D_{B}\right)\right)$
- Compute the probability $p$ of making an observation at least as extreme as $\gamma(A)$ or $\gamma(B)$ if $H_{0}$ is true
- If $p$ is less than a significance level $\alpha$ (usually $1 \%$ or $2 \%$ ), we can reject $H_{0}$ and accept $H_{1}$.
- In this case, the optimization algorithm which produced the better set of key parameter measurements is significantly better.
- Otherwise, there is no difference
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$$
O=A \cup B=(1,2,3,4,5,6,7,8,9,10)
$$
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$$

## Listing: Small tester program.

```
public class EnumerateAtLeastAsExtremeScenarios {
    public static void main(String[] args) {
        int meanLowerOrEqualTo4 = 0; //how often did we find a mean <= 4
        int totalCombinations= 0; //total number of tested combinations
        for (int i = 10; i > 0; i--) { // as O = numbers from 1 to 10
        for (int j = (i - 1); j > 0; j--) { // we can conveniently iterate
            for (int k = (j - 1); k > 0; k--) { // over all 4-element combos
            for (int l = (k - 1); l > 0; l--) { // with 4 such nested loops
                        if (((i+j+k + l)/4.0)<= 4) { // check for the extreme cases
                        meanLowerOrEqualTo4++; } // count the extreme case
                        totalCombinations++; // add up combos, to verify
        } } } }
        System.out.println(meanLowerOrEqualTo4 + "ь" + totalCombinations);
    }
}
```
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- There are $\binom{10}{4}=210$ different ways to draw 4 (or 6 ) elements from $O$
- If $H_{0}$ holds, all have the same probability
- There are 27 such combinations with a mean of less or equal 4.
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\operatorname{mean}(b)=\left(\frac{1}{4} \sum_{\forall b \in B} b\right) \leq 4 & \Longrightarrow\left(\sum_{\forall b \in B} b\right) \leq 4 * 4 \leq 16 \\
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## A More Specific Example

- Extreme cases into the other direction are the same:

$$
\begin{aligned}
\operatorname{mean}(b)=\left(\frac{1}{4} \sum_{\forall b \in B} b\right) \leq 4 & \Longrightarrow\left(\sum_{\forall b \in B} b\right) \leq 4 * 4 \leq 16 \\
O=A \cup B & \Longrightarrow \sum_{\forall a \in A} a=\left(\sum_{\forall o \in O} o\right)-\left(\sum_{\forall b \in B} b\right) \\
\sum_{\forall b \in B} b \leq 16 & \Longrightarrow\left(\sum_{\forall a \in A} a\right) \geq 55-16 \geq 39 \\
\operatorname{mean}(a) & =\frac{1}{6}\left(\sum_{\forall a \in A} a\right) \\
\operatorname{mean}(b) \leq 4 & \Rightarrow \operatorname{mean}(a) \geq \frac{39}{6} \geq 6.5
\end{aligned}
$$

- So we could have also done the test the other way around with the same result!


## A More Specific Example

- The probability $p$ to observe a constallation at least as extreme as $A$ or $B$ under $H_{0}$ is thus:

$$
p=\frac{\# \text { cases } C: \operatorname{mean}(c) \leq \operatorname{mean}(b)}{\# \text { all cases }}=\frac{27}{210}=\frac{9}{70} \approx 0.1286
$$

## A More Specific Example

- The probability $p$ to observe a constallation at least as extreme as $A$ or $B$ under $H_{0}$ is thus:

$$
p=\frac{\# \text { cases } C: \operatorname{mean}(c) \leq \operatorname{mean}(b)}{\# \text { all cases }}=\frac{27}{210}=\frac{9}{70} \approx 0.1286
$$

- If we claim that $A$ and $B$ are from distributions with different means...


## A More Specific Example

- The probability $p$ to observe a constallation at least as extreme as $A$ or $B$ under $H_{0}$ is thus:

$$
p=\frac{\# \text { cases } C: \text { mean }(c) \leq \operatorname{mean}(b)}{\# \text { all cases }}=\frac{27}{210}=\frac{9}{70} \approx 0.1286
$$

- If we claim that $A$ and $B$ are from distributions with different means...
- ... we are wrong with probability $p \approx 0.13$


## A More Specific Example

- The probability $p$ to observe a constallation at least as extreme as $A$ or $B$ under $H_{0}$ is thus:

$$
p=\frac{\# \text { cases } C: \operatorname{mean}(c) \leq \operatorname{mean}(b)}{\# \text { all cases }}=\frac{27}{210}=\frac{9}{70} \approx 0.1286
$$

- If we claim that $A$ and $B$ are from distributions with different means...
- ... we are wrong with probability $p \approx 0.13$
- At a significance level of $\alpha=2 \%$, the means of $A$ and $B$ are not significantly different! $(2 \%<0.13)$


## A More Specific Example

- The probability $p$ to observe a constallation at least as extreme as $A$ or $B$ under $H_{0}$ is thus:

$$
p=\frac{\# \text { cases } C: \operatorname{mean}(c) \leq \operatorname{mean}(b)}{\# \text { all cases }}=\frac{27}{210}=\frac{9}{70} \approx 0.1286
$$

- If we claim that $A$ and $B$ are from distributions with different means...
- ... we are wrong with probability $p \approx 0.13$
- At a significance level of $\alpha=2 \%$, the means of $A$ and $B$ are not significantly different! $(2 \%<0.13)$
- This was an example on how statistical tests work APPROXIMATELY


## A More Specific Example

- The probability $p$ to observe a constallation at least as extreme as $A$ or $B$ under $H_{0}$ is thus:

$$
p=\frac{\# \text { cases } C: \operatorname{mean}(c) \leq \operatorname{mean}(b)}{\# \text { all cases }}=\frac{27}{210}=\frac{9}{70} \approx 0.1286
$$

- If we claim that $A$ and $B$ are from distributions with different means...
- ... we are wrong with probability $p \approx 0.13$
- At a significance level of $\alpha=2 \%$, the means of $A$ and $B$ are not significantly different! $(2 \%<0.13)$
- This was an example on how statistical tests work APPROXIMATELY
- The method here is only feasible for small sample sets, real tests are more sophisticated
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- Two types of tests:
(1) Parametric Tests
- Assume that the data samples follow a certain distribution
- Examples ${ }^{[14]}: t$-test (assumes normal distribution)
- The distribution of the data we measure is unknown...
- ... and usually not normal, see further example on statistical measures.
- The condition for using such tests cannot be met (known distribution)
- Parametric Tests cannot be used here!


## Statistical Tests: Types

- Two types of tests:
(1) Parametric Tests
(2) Non-Parametric Tests


## Statistical Tests: Types

- Two types of tests:
(1) Parametric Tests
(2) Non-Parametric Tests
- Make no assumption about the distribution from which the data was sampled.


## Statistical Tests: Types

- Two types of tests:
(1) Parametric Tests
(2) Non-Parametric Tests
- Make no assumption about the distribution from which the data was sampled.
- Examples ${ }^{[5]}$ : Mann-Whitney U Test ${ }^{[15-18]}$, Fisher's Exact Test ${ }^{[19]}$, Sign Test ${ }^{[16, ~ 20]}$, Randomization Test ${ }^{[21-24]}$, Wilcoxon's Signed Rank Test ${ }^{[25]}$.


## Statistical Tests: Types

- Two types of tests:
(1) Parametric Tests
(2) Non-Parametric Tests
- Make no assumption about the distribution from which the data was sampled.
- Examples ${ }^{[5]}$ : Mann-Whitney U Test ${ }^{[15-18]}$, Fisher's Exact Test ${ }^{[19]}$, Sign Test ${ }^{[16,20]}$, Randomization Test ${ }^{[21-24]}$, Wilcoxon's Signed Rank Test ${ }^{[25]}$.
- These tests are more robust (less assumptions)


## Statistical Tests: Types

- Two types of tests:
(1) Parametric Tests
(2) Non-Parametric Tests
- Make no assumption about the distribution from which the data was sampled.
- Examples ${ }^{[5]}$ : Mann-Whitney U Test ${ }^{[15-18]}$, Fisher's Exact Test ${ }^{[19]}$, Sign Test ${ }^{[16, ~ 20]}$, Randomization Test ${ }^{[21-24]}$, Wilcoxon's Signed Rank Test ${ }^{[25]}$.
- These tests are more robust (less assumptions)
- This is the kind of test we want to use!


## Statistical Tests: Types

- Two types of tests:
(1) Parametric Tests
(2) Non-Parametric Tests
- Make no assumption about the distribution from which the data was sampled.
- Examples ${ }^{[5]}$ : Mann-Whitney U Test ${ }^{[15-18]}$, Fisher's Exact Test ${ }^{[19]}$, Sign Test ${ }^{[16,20]}$, Randomization Test ${ }^{[21-24]}$, Wilcoxon's Signed Rank Test ${ }^{[25]}$.
- These tests are more robust (less assumptions)
- This is the kind of test we want to use!
- They work similar to the previous test example, but with larger sample sizes
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## Compare $N \geq 2$ Algorithms

- For comparing $N \geq 2$ algorithms, we can compare any two algorithms with each other
- $N$ Algorithms $\Rightarrow k=N(N-1) / 2$ statistical tests
- $k$ tests and each with error proability $\alpha \Longrightarrow$ total probability $E$ to make error $E=1-\left((1-\alpha)^{k}\right)$
- Correction needed: Bonferroni correction ${ }^{[26]}$ or (better) post-hoc methods ${ }^{[27, ~ 28]}$
- Idea of Bonferroni correction: Use $\alpha^{\prime}=\alpha / k$ as significance level instead of $\alpha$, then the overall probability $E$ to make an error will remain $E \leq \alpha$.
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## Compare $N \geq 2$ Algorithms

- So now we can compare $N$ datasets.
- Most common representation of results: Table

|  | $P_{1}$ | $P_{2}$ | $P_{3}$ | $P_{4}$ | $P_{5}$ | $P_{6}$ | $P_{7}$ | $P_{8}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{1}$ |  | + | + | + | + | + | 0 | + |
| $P_{2}$ |  |  | 0 | + | 0 | 0 | - | + |
| $P_{3}$ |  |  |  | + | - | 0 | - | 0 |
| $P_{4}$ |  |  |  |  | - | - | - | - |
| $P_{5}$ |  |  |  |  |  | 0 | - | 0 |
| $P_{6}$ |  |  |  |  |  |  | - | + |
| $P_{7}$ |  |  |  |  |  |  |  | + |

-     + in the $i^{\text {th }}$ row and $j^{\text {th }}$ column means that process $P_{i}$ has significantly better outputs than process $P_{j}$
-     - stands for significantly worse outputs
- 0 symbolizes that no significant difference could be detected


## Section Outline

## (1) Introduction

## (2) Performace Indicators

(3) Statistical Measures
(4) Statistical Comparisons
(5) Testing is Not Enough
(6) Benchmarking
(7) Summary

## The question of termination

- Literature usually reports tuples "(instance, result, runtime)"


## The question of termination

- Literature usually reports tuples "(instance, result, runtime)"
- Example: " 8 th DIMACS Challenge: The Traveling Salesman Problem" ${ }^{[29-31]}$


## The question of termination

- Literature usually reports tuples "(instance, result, runtime)"
- Example: " 8 th DIMACS Challenge: The Traveling Salesman Problem" ${ }^{[29-31]}$
- Papers often use a different termination criterion


## The question of termination

| $\frac{0}{2}$ |
| :--- |
| $\frac{1}{0}$ |
| 0 |
|  |
|  |
| 0 |

## Method A, B, and C



## The question of termination

- Literature usually reports tuples "(instance, result, runtime)"
- Example: " 8 th DIMACS Challenge: The Traveling Salesman Problem" ${ }^{[29-31]}$
- Problem: Papers often use a different termination criterion


## The question of termination

- Literature usually reports tuples "(instance, result, runtime)"
- Example: " 8 th DIMACS Challenge: The Traveling Salesman Problem" ${ }^{[29-31]}$
- Problem: Papers often use a different termination criterion
- Anytime Algorithms ${ }^{[32]}$


## The question of termination

- Literature usually reports tuples "(instance, result, runtime)"
- Example: " 8 th DIMACS Challenge: The Traveling Salesman Problem" ${ }^{[29-31]}$
- Problem: Papers often use a different termination criterion
- Anytime Algorithms ${ }^{[32]}$ : Always have approximate solution, refine it iteratively


## The question of termination

| $\frac{0}{2}$ |
| :--- |
| $\frac{1}{0}$ |
| 0 |
|  |
|  |
| 0 |

## Method A, B, and C




## The question of termination




## The question of termination

- Literature usually reports tuples "(instance, result, runtime)"
- Example: " 8 th DIMACS Challenge: The Traveling Salesman Problem" ${ }^{[29-31]}$
- Problem: Papers often use a different termination criterion
- Anytime Algorithms ${ }^{[32]}$ : Always have approximate solution, refine it iteratively
- One measure point per run or instance does not tell the whole story!


## The question of termination

- Literature usually reports tuples "(instance, result, runtime)"
- Example: " 8 th DIMACS Challenge: The Traveling Salesman Problem" [29-31]
- Problem: Papers often use a different termination criterion
- Anytime Algorithms ${ }^{[32]}$ : Always have approximate solution, refine it iteratively
- One measure point per run or instance does not tell the whole story!
- Using statistical tests cannot solve this issue (still: at one point in time).


## The question of termination

- Literature usually reports tuples "(instance, result, runtime)"
- Example: " 8 th DIMACS Challenge: The Traveling Salesman Problem" [29-31]
- Problem: Papers often use a different termination criterion
- Anytime Algorithms ${ }^{[32]}$ : Always have approximate solution, refine it iteratively
- One measure point per run or instance does not tell the whole story!
- Using statistical tests cannot solve this issue (still: at one point in time).
- We Should have the "whole curves"!


## The question of termination

- Literature usually reports tuples "(instance, result, runtime)"
- Example: " 8 th DIMACS Challenge: The Traveling Salesman Problem" ${ }^{[29-31]}$
- Problem: Papers often use a different termination criterion
- Anytime Algorithms ${ }^{[32]}$ : Always have approximate solution, refine it iteratively
- One measure point per run or instance does not tell the whole story!
- Using statistical tests cannot solve this issue (still: at one point in time).
- We Should have the "whole curves"! ... ideally median curves over several runs!
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## Progress Diagrams

- Plot the median of the best objective value reached over time, over all runs, on a given benchmark instance or aggregated over several instances
- The smaller the value, the better
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## Benchmarking

- Don't apply algorithms to just a single problem instance!
- Apply algorithm to multiple different instances.
- Apply algorithm to different problems.
- Best: Use existing benchmark suite $\Rightarrow$ results can easily be compared with literature.
- Of course, results cannot simply be "added"
(1) Evaluation by discussion
(2) Evaluation with value-neutral point system, e.g., the point system of Formula 1 car racing
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## Benchmark Suites

- Combinatorial Problems
- Bit Strings
- Numerical Problems
- Multi-Objective Optimization
- Dynamic Optimization
- Data Mining
- Genetic Programming
- Artificial Ant ${ }^{[88-90]}$,
- Lawn Mower, Symbolic Regression ${ }^{[00]}$
- Greatest Common Divisor Problem ${ }^{[5,9]}$
- Royal Tree Problem ${ }^{[9]}$
- ... and others ${ }^{[93]}$
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- The optimization algorithms we consider in this lecture are randomized.
- Comparing them must be done in a statistical way using data from multiple runs
- Two key performance indicators:
(1) best result after fixed number of FEs/runtime
(2) number of $\mathrm{FEs} /$ runtime needed to get certain result
- For every single algorithm/configuration, compute:
(1) median of key performance indicators

2 quartiles or top/bottom $1 \%$ quantile
(3) don't trust arithmetic mean or standard deviation

- Do not only collect one data sample per run, try to plot progress curves
- For given problem class: Look for well-known benchmarks!
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| $\mathbf{x}$ | $\mathbf{0 . 0 0}$ | $\mathbf{0 . 0 1}$ | $\mathbf{0 . 0 2}$ | $\mathbf{0 . 0 3}$ | $\mathbf{0 . 0 4}$ | $\mathbf{0 . 0 5}$ | $\mathbf{0 . 0 6}$ | $\mathbf{0 . 0 7}$ | $\mathbf{0 . 0 8}$ | $\mathbf{0 . 0 9}$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\mathbf{0 . 0}$ | 0.5000 | 0.5040 | 0.5080 | 0.5120 | 0.5160 | 0.5199 | 0.5239 | 0.5279 | 0.5319 | 0.5359 |
| $\mathbf{0 . 1}$ | 0.5398 | 0.5438 | 0.5478 | 0.5517 | 0.5557 | 0.5596 | 0.5636 | 0.5675 | 0.5714 | 0.5753 |
| $\mathbf{0 . 2}$ | 0.5793 | 0.5832 | 0.5871 | 0.5910 | 0.5948 | 0.5987 | 0.6026 | 0.6064 | 0.6103 | 0.6141 |
| $\mathbf{0 . 3}$ | 0.6179 | 0.6217 | 0.6255 | 0.6293 | 0.6331 | 0.6368 | 0.6406 | 0.6443 | 0.6480 | 0.6517 |
| $\mathbf{0 . 4}$ | 0.6554 | 0.6591 | 0.6628 | 0.6664 | 0.6700 | 0.6736 | 0.6772 | 0.6808 | 0.6844 | 0.6879 |
| $\mathbf{0 . 5}$ | 0.6915 | 0.6950 | 0.6985 | 0.7019 | 0.7054 | 0.7088 | 0.7123 | 0.7157 | 0.7190 | 0.7224 |
| $\mathbf{0 . 6}$ | 0.7257 | 0.7291 | 0.7324 | 0.7357 | 0.7389 | 0.7422 | 0.7454 | 0.7486 | 0.7517 | 0.7549 |
| $\mathbf{0 . 7}$ | 0.7580 | 0.7611 | 0.7642 | 0.7673 | 0.7704 | 0.7734 | 0.7764 | 0.7794 | 0.823 | 0.7852 |
| $\mathbf{0 . 8}$ | 0.7881 | 0.7910 | 0.7939 | 0.7967 | 0.7995 | 0.8023 | 0.8051 | 0.8078 | 0.8106 | 0.8133 |
| $\mathbf{0 . 9}$ | 0.8159 | 0.8186 | 0.8212 | 0.8238 | 0.8264 | 0.8289 | 0.8315 | 0.8340 | 0.8365 | 0.8389 |
| $\mathbf{1 . 0}$ | 0.8413 | 0.8438 | 0.8461 | 0.8485 | 0.8508 | 0.8531 | 0.8554 | 0.8577 | 0.8599 | 0.8621 |
| $\mathbf{1 . 1}$ | 0.8643 | 0.8665 | 0.8686 | 0.8708 | 0.8729 | 0.8749 | 0.8770 | 0.8790 | 0.8810 | 0.8830 |
| $\mathbf{1 . 2}$ | 0.8849 | 0.8869 | 0.8888 | 0.8907 | 0.8925 | 0.8944 | 0.8962 | 0.8980 | 0.8997 | 0.9015 |
| $\mathbf{1 . 3}$ | 0.9032 | 0.9049 | 0.9066 | 0.9082 | 0.9099 | 0.9115 | 0.9131 | 0.9147 | 0.9162 | 0.9177 |
| $\mathbf{1 . 4}$ | 0.9192 | 0.9207 | 0.9222 | 0.9236 | 0.9251 | 0.9265 | 0.9279 | 0.9292 | 0.9306 | 0.9319 |
| $\mathbf{1 . 5}$ | 0.9332 | 0.9345 | 0.9357 | 0.9370 | 0.9382 | 0.9394 | 0.9406 | 0.918 | 0.9429 | 0.9441 |
| $\mathbf{1 . 6}$ | 0.9452 | 0.9463 | 0.9474 | 0.9484 | 0.9495 | 0.9505 | 0.9515 | 0.9525 | 0.9535 | 0.9545 |
| $\mathbf{1 . 7}$ | 0.9554 | 0.9564 | 0.9573 | 0.9582 | 0.9591 | 0.9599 | 0.9608 | 0.9616 | 0.9625 | 0.9633 |
| $\mathbf{1 . 8}$ | 0.9641 | 0.9649 | 0.9656 | 0.9664 | 0.9671 | 0.9678 | 0.9686 | 0.9693 | 0.9699 | 0.9706 |
| $\mathbf{1 . 9}$ | 0.9713 | 0.9719 | 0.9726 | 0.9732 | 0.9738 | 0.9744 | 0.9750 | 0.9756 | 0.9761 | 0.9767 |
| $\mathbf{2 . 0}$ | 0.9772 | 0.9778 | 0.9783 | 0.9788 | 0.9793 | 0.9798 | 0.9803 | 0.9808 | 0.9812 | 0.9817 |
| $\mathbf{2 . 1}$ | 0.9821 | 0.9826 | 0.9830 | 0.9834 | 0.9838 | 0.9842 | 0.9846 | 0.9850 | 0.9854 | 0.9857 |
| $\mathbf{2 . 2}$ | 0.9861 | 0.9864 | 0.9868 | 0.9871 | 0.9875 | 0.9878 | 0.9881 | 0.9884 | 0.9887 | 0.9890 |
| $\mathbf{2 . 3}$ | 0.9893 | 0.9896 | 0.9898 | 0.9901 | 0.9904 | 0.9906 | 0.9909 | 0.911 | 0.913 | 0.9916 |
| $\mathbf{2 . 4}$ | 0.9918 | 0.9920 | 0.9922 | 0.9925 | 0.9927 | 0.9929 | 0.9931 | 0.9932 | 0.9934 | 0.9936 |
| $\mathbf{2 . 5}$ | 0.9938 | 0.9940 | 0.9941 | 0.9943 | 0.9945 | 0.9946 | 0.9948 | 0.9949 | 0.9951 | 0.9952 |

## Appendix Outline

Mann-Whitney U Test

## Mann-Whitney U Test

- Mann-Whitney U Test ${ }^{[15-18]}$ :
- Compares two datasets $A=\left(a_{1}, a_{2}, \ldots\right)$ and $B=\left(b_{1}, b_{2}, \ldots\right)$.
- There are $n_{a}=|A|$ elements in $A$ and $n_{b}=|B|$ elements in $B$.
- In total, there are $n=n_{a}+n_{b}$ elements.


## Example Data

| $\mathbf{a}$ | $\mathbf{b}$ |
| ---: | ---: |
| 2 | 2 |
| 3 | 5 |
| 3 | 5 |
| 3 | 5 |
| 4 | 6 |
| 5 | 6 |
|  | 7 |
| $\operatorname{med}(a)=3$ | $\operatorname{med}(b)=5.5$ |
| $n_{a}=6$ | $n_{b}=8$ |

## Mann-Whitney U Test

(1) Mixing and sorting.

2 Ranking
(3) Compute rank sums $R_{a}, R_{b}$.
(4) Compute sample statistics $U_{a}, U_{b}$
(5) Set $U=\min \left\{U_{a}, U_{b}\right\}$
(6) Compute critical $U_{\alpha}$ values.
(7) $U<U_{\alpha} \Rightarrow$ diference between $U_{a}$ and $U_{b}$ significant

## Mann-Whitney U Test

(1) The elements $a_{i}$ and $b_{i}$ are mixed together and sorted.
(2) Ranking
(3) Compute rank sums $R_{a}, R_{b}$.
(4) Compute sample statistics $U_{a}, U_{b}$
(5) Set $U=\min \left\{U_{a}, U_{b}\right\}$
(6) Compute critical $U_{\alpha}$ values.
(7) $U<U_{\alpha} \Rightarrow$ diference between $U_{a}$ and $U_{b}$ significant

## Mann-Whitney U Test



## Mann-Whitney U Test

(1) Mixing and sorting.
(2) Each element receives a rank corresponding to its position in the list.
(3) Compute rank sums $R_{a}, R_{b}$.
(4) Compute sample statistics $U_{a}, U_{b}$
(5) Set $U=\min \left\{U_{a}, U_{b}\right\}$
(6) Compute critical $U_{\alpha}$ values.
(7) $U<U_{\alpha} \Rightarrow$ diference between $U_{a}$ and $U_{b}$ significant

## Mann-Whitney U Test

(1) Mixing and sorting.
(2) Each element receives a rank corresponding to its position in the list. Elements which have the same value receive the same rank:

$$
r_{i}=r_{i+1}=\cdots=r_{i+m}=\frac{i+(i+1)+\cdots+(i+m)}{m+1}=\frac{m}{2}+i
$$

(3) Compute rank sums $R_{a}, R_{b}$.
(4) Compute sample statistics $U_{a}, U_{b}$
(5) Set $U=\min \left\{U_{a}, U_{b}\right\}$
(6) Compute critical $U_{\alpha}$ values.
(7) $U<U_{\alpha} \Rightarrow$ diference between $U_{a}$ and $U_{b}$ significant

## Mann-Whitney U Test

| Row | a | b | Ranks $r_{a}$ | Ranks $r_{b}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 |  | 1.5 |  |
| 2 |  | 2 |  | 1.5 |
| 3 | 3 |  | 4.0 |  |
| 4 | 3 |  | 4.0 |  |
| 5 | 3 |  | 4.0 |  |
| 6 | 4 |  | 6.0 |  |
| 7 |  | 5 |  | 8.5 |
| 8 | 5 |  | 8.5 |  |
| 9 |  | 5 |  | 8.5 |
| 10 |  | 5 |  | 8.5 |
| 11 |  | 6 |  | 11.5 |
| 12 |  | 6 |  | 11.5 |
| 13 |  | 7 |  | 13.5 |
| 14 |  | 7 |  | 13.5 |
| $\operatorname{med}(a)=3 \quad \operatorname{med}(b)=5.5$ |  |  |  |  |
| $=6$ | $=$ |  |  |  |

## Mann-Whitney U Test

(1) Mixing and sorting.
(2) Ranking
(3) The rank sums $R_{a}$ and $R_{b}$ are computed:

$$
\begin{aligned}
R_{a} & =\sum_{\forall a_{i} \in A} r\left(a_{i}\right) \\
R_{b} & =\sum_{\forall b_{i} \in B} r\left(b_{i}\right)
\end{aligned}
$$

(4) Compute sample statistics $U_{a}, U_{b}$
(5) Set $U=\min \left\{U_{a}, U_{b}\right\}$
(6) Compute critical $U_{\alpha}$ values.
(7) $U<U_{\alpha} \Rightarrow$ diference between $U_{a}$ and $U_{b}$ significant

## Mann-Whitney U Test

(1) Mixing and sorting.

2 Ranking
(3) The rank sums $R_{a}$ and $R_{b}$ are computed:

$$
\begin{aligned}
R_{a} & =\sum_{\forall a_{i} \in A} r\left(a_{i}\right)=28 \\
R_{b} & =\sum_{\forall b_{i} \in B} r\left(b_{i}\right)=77
\end{aligned}
$$

(4) Compute sample statistics $U_{a}, U_{b}$
(5) Set $U=\min \left\{U_{a}, U_{b}\right\}$
(6) Compute critical $U_{\alpha}$ values.
(7) $U<U_{\alpha} \Rightarrow$ diference between $U_{a}$ and $U_{b}$ significant

## Mann-Whitney U Test

| Row | a | b | Ranks $r_{a}$ | Ranks $r_{b}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 |  | 1.5 |  |
| 2 |  | 2 |  | 1.5 |
| 3 | 3 |  | 4.0 |  |
| 4 | 3 |  | 4.0 |  |
| 5 | 3 |  | 4.0 |  |
| 6 | 4 |  | 6.0 |  |
| 7 |  | 5 |  | 8.5 |
| 8 | 5 |  | 8.5 |  |
| 9 |  | 5 |  | 8.5 |
| 10 |  | 5 |  | 8.5 |
| 11 |  | 6 |  | 11.5 |
| 12 |  | 6 |  | 11.5 |
| 13 |  | 7 |  | 13.5 |
| 14 |  | 7 |  | 13.5 |
|  | $\operatorname{med}(a)=3$ | $\operatorname{med}(b)=5.5$ | $R_{a}=28$ | $R_{b}=77$ |
|  | $n_{a}=6$ | $n_{b}=8$ |  |  |

## Mann-Whitney U Test

(1) Mixing and sorting.
(2) Ranking
(3) The rank sums $R_{a}$ and $R_{b}$ are computed:

$$
\begin{aligned}
R_{a} & =\sum_{\forall a_{i} \in A} r\left(a_{i}\right)=28 \\
R_{b} & =\sum_{\forall b_{i} \in B} r\left(b_{i}\right)=77
\end{aligned}
$$

For these sums, the following always holds:

$$
R_{a}+R_{b}=\frac{n(n+1)}{2}
$$

(4) Compute sample statistics $U_{a}, U_{b}$
(5) Set $U=\min \left\{U_{a}, U_{b}\right\}$
(6) Compute critical $U_{\alpha}$ values.
(7) $U<U_{\alpha} \Rightarrow$ diference between $U_{a}$ and $U_{b}$ significant

## Mann-Whitney U Test

(1) Mixing and sorting.
(2) Ranking
(3) The rank sums $R_{a}$ and $R_{b}$ are computed:

$$
\begin{aligned}
R_{a} & =\sum_{\forall a_{i} \in A} r\left(a_{i}\right)=28 \\
R_{b} & =\sum_{\forall b_{i} \in B} r\left(b_{i}\right)=77
\end{aligned}
$$

For these sums, the following always holds:

$$
R_{a}+R_{b}=\frac{n(n+1)}{2} \Rightarrow 28+77=\frac{14 * 15}{2}=105
$$

(4) Compute sample statistics $U_{a}, U_{b}$
(5) Set $U=\min \left\{U_{a}, U_{b}\right\}$
(6) Compute critical $U_{\alpha}$ values.
(7) $U<U_{\alpha} \Rightarrow$ diference between $U_{a}$ and $U_{b}$ significant

## Mann-Whitney U Test

(1) Mixing and sorting.
(2) Ranking
(3) Compute rank sums $R_{a}, R_{b}$.
(4) The sample statistics are then given as:

$$
\begin{aligned}
U_{a} & =R_{a}-\frac{n_{a}\left(n_{a}+1\right)}{2} \\
U_{b} & =R_{b}-\frac{n_{b}\left(n_{b}+1\right)}{2}
\end{aligned}
$$

(5) Set $U=\min \left\{U_{a}, U_{b}\right\}$
(6) Compute critical $U_{\alpha}$ values.
(7) $U<U_{\alpha} \Rightarrow$ diference between $U_{a}$ and $U_{b}$ significant

## Mann-Whitney U Test

(1) Mixing and sorting.
(2) Ranking
(3) Compute rank sums $R_{a}, R_{b}$.

4 The sample statistics are then given as:

$$
\begin{aligned}
U_{a} & =R_{a}-\frac{n_{a}\left(n_{a}+1\right)}{2}=28-21=7 \\
U_{b} & =R_{b}-\frac{n_{b}\left(n_{b}+1\right)}{2}=77-36=41
\end{aligned}
$$

(5) Set $U=\min \left\{U_{a}, U_{b}\right\}$
(6) Compute critical $U_{\alpha}$ values.
(7) $U<U_{\alpha} \Rightarrow$ diference between $U_{a}$ and $U_{b}$ significant

## Mann-Whitney U Test

(1) Mixing and sorting.
(2) Ranking
(3) Compute rank sums $R_{a}, R_{b}$.

4 The sample statistics are then given as:

$$
\begin{aligned}
U_{a} & =R_{a}-\frac{n_{a}\left(n_{a}+1\right)}{2}=28-21=7 \\
U_{b} & =R_{b}-\frac{n_{b}\left(n_{b}+1\right)}{2}=77-36=41
\end{aligned}
$$

where the following always holds

$$
U_{a}+U_{b}=n_{a} n_{b}
$$

(5) Set $U=\min \left\{U_{a}, U_{b}\right\}$
(6) Compute critical $U_{\alpha}$ values.
(7) $U<U_{\alpha} \Rightarrow$ diference between $U_{a}$ and $U_{b}$ significant

## Mann-Whitney U Test

(1) Mixing and sorting.

2 Ranking
(3) Compute rank sums $R_{a}, R_{b}$.

4 The sample statistics are then given as:

$$
\begin{aligned}
U_{a} & =R_{a}-\frac{n_{a}\left(n_{a}+1\right)}{2}=28-21=7 \\
U_{b} & =R_{b}-\frac{n_{b}\left(n_{b}+1\right)}{2}=77-36=41
\end{aligned}
$$

where the following always holds

$$
U_{a}+U_{b}=n_{a} n_{b} \Rightarrow 7+41=6 * 8=48
$$

(5) Set $U=\min \left\{U_{a}, U_{b}\right\}$
(6) Compute critical $U_{\alpha}$ values.
(7) $U<U_{\alpha} \Rightarrow$ diference between $U_{a}$ and $U_{b}$ significant

## Mann-Whitney U Test

(1) Mixing and sorting.
(2) Ranking
(3) Compute rank sums $R_{a}, R_{b}$.
(4) Compute sample statistics $U_{a}, U_{b}$
(5) The smaller of the two values is used as statistic $U$ :

$$
U=\min \left\{U_{a}, U_{b}\right\}
$$

(6) Compute critical $U_{\alpha}$ values.
(7) $U<U_{\alpha} \Rightarrow$ diference between $U_{a}$ and $U_{b}$ significant

## Mann-Whitney U Test

(1) Mixing and sorting.

2 Ranking
(3) Compute rank sums $R_{a}, R_{b}$.

4 Compute sample statistics $U_{a}, U_{b}$
(5) The smaller of the two values is used as statistic $U$ :

$$
U=\min \left\{U_{a}, U_{b}\right\}=\min \{7,41\}=7
$$

(6) Compute critical $U_{\alpha}$ values.
(7) $U<U_{\alpha} \Rightarrow$ diference between $U_{a}$ and $U_{b}$ significant

## Mann-Whitney U Test

(1) Mixing and sorting.
(2) Ranking
(3) Compute rank sums $R_{a}, R_{b}$.
(4) Compute sample statistics $U_{a}, U_{b}$
(5) Set $U=\min \left\{U_{a}, U_{b}\right\}$
(6) For the significance level $\alpha$ the critical $U_{\alpha}$ values can be computed for the two-sided test as

$$
U_{\alpha}=\frac{n_{a} n_{b}}{2}-z\left(1-\frac{\alpha}{2}\right) \sqrt{\frac{n_{a} n_{b}\left(n_{a}+n_{b}+1\right)}{12}}
$$

(7) $U<U_{\alpha} \Rightarrow$ diference between $U_{a}$ and $U_{b}$ significant

## Mann-Whitney U Test

(1) Mixing and sorting.
(2) Ranking
(3) Compute rank sums $R_{a}, R_{b}$.
(4) Compute sample statistics $U_{a}, U_{b}$
(5) Set $U=\min \left\{U_{a}, U_{b}\right\}$
(6) For the significance level $\alpha$ the critical $U_{\alpha}$ values can be computed for the two-sided test as

$$
U_{\alpha}=\frac{n_{a} n_{b}}{2}-z\left(1-\frac{\alpha}{2}\right) \sqrt{\frac{n_{a} n_{b}\left(n_{a}+n_{b}+1\right)}{12}}=24-z\left(1-\frac{\alpha}{2}\right) \sqrt{60}
$$

(7) $U<U_{\alpha} \Rightarrow$ diference between $U_{a}$ and $U_{b}$ significant

## Mann-Whitney U Test

(1) Mixing and sorting.
(2) Ranking
(3) Compute rank sums $R_{a}, R_{b}$.
(4) Compute sample statistics $U_{a}, U_{b}$
(5) Set $U=\min \left\{U_{a}, U_{b}\right\}$
(6) For the significance level $\alpha$ the critical $U_{\alpha}$ values can be computed for the two-sided test as

$$
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where $z$ is the probit function, the inverse cumulative distribution function of the standard normal distribution.
The values of $z$ can be looked up in the Standard Normal Distribution table in the appendix.

- For $\alpha=0.05$ we get $z\left(1-\frac{\alpha}{2}\right)=z(0.975) \approx 1.96$
- For $\alpha=0.01$, we find $z\left(1-\frac{\alpha}{2}\right)=z(0.995) \approx 2.575$.
- Hence, $U_{0.05} \approx 24-1.96 \sqrt{60} \approx 8.82$ and $U_{0.01} \approx 24-2.575 \sqrt{60} \approx 4.05$.
(7) $U<U_{\alpha} \Rightarrow$ diference between $U_{a}$ and $U_{b}$ significant


## Mann-Whitney U Test

(1) Mixing and sorting.
(2) Ranking
(3) Compute rank sums $R_{a}, R_{b}$.
(4) Compute sample statistics $U_{a}, U_{b}$
(5) Set $U=\min \left\{U_{a}, U_{b}\right\}$
(6) Compute critical $U_{\alpha}$ values.
(7) Compare $U$ with $U_{\alpha}$ :

## Mann-Whitney U Test

(1) Mixing and sorting.
(2) Ranking
(3) Compute rank sums $R_{a}, R_{b}$.
(4) Compute sample statistics $U_{a}, U_{b}$
(5) Set $U=\min \left\{U_{a}, U_{b}\right\}$
(6) Compute critical $U_{\alpha}$ values.
(7) Compare $U$ with $U_{\alpha}$ :

- The difference between $U_{a}$ and $U_{b}$ is significant at an error level $\alpha$ only if $U$ is smaller than $U_{\alpha}$


## Mann-Whitney U Test

(1) Mixing and sorting.

2 Ranking
(3) Compute rank sums $R_{a}, R_{b}$.
(4) Compute sample statistics $U_{a}, U_{b}$
(5) Set $U=\min \left\{U_{a}, U_{b}\right\}$
(6) Compute critical $U_{\alpha}$ values.
(7) Compare $U$ with $U_{\alpha}$ :

- The difference between $U_{a}$ and $U_{b}$ is significant at an error level $\alpha$ only if $U$ is smaller than $U_{\alpha}$
- If $U<U_{\alpha}$ and $U_{a}<U_{b}: A$ is from a distribution with a smaller median than B


## Mann-Whitney U Test

(1) Mixing and sorting.

2 Ranking
(3) Compute rank sums $R_{a}, R_{b}$.
(4) Compute sample statistics $U_{a}, U_{b}$
(5) Set $U=\min \left\{U_{a}, U_{b}\right\}$
(6) Compute critical $U_{\alpha}$ values.
(7) Compare $U$ with $U_{\alpha}$ :

- The difference between $U_{a}$ and $U_{b}$ is significant at an error level $\alpha$ only if $U$ is smaller than $U_{\alpha}$
- If $U<U_{\alpha}$ and $U_{a}<U_{b}: A$ is from a distribution with a smaller median than $B$ (this is wrong with a probability of no more than $\alpha$ )


## Mann-Whitney U Test

(1) Mixing and sorting.
(2) Ranking
(3) Compute rank sums $R_{a}, R_{b}$.
(4) Compute sample statistics $U_{a}, U_{b}$
(5) Set $U=\min \left\{U_{a}, U_{b}\right\}$
(6) Compute critical $U_{\alpha}$ values.
(7) Compare $U$ with $U_{\alpha}$ :

- The difference between $U_{a}$ and $U_{b}$ is significant at an error level $\alpha$ only if $U$ is smaller than $U_{\alpha}$
- If $U<U_{\alpha}$ and $U_{a}<U_{b}: A$ is from a distribution with a smaller median than $B$ (this is wrong with a probability of no more than $\alpha$ )
- If $U<U_{\alpha}$ and $U_{a}>U_{b}: A$ is from a distribution with a larger median than B


## Mann-Whitney U Test

(1) Mixing and sorting.
(2) Ranking
(3) Compute rank sums $R_{a}, R_{b}$.
(4) Compute sample statistics $U_{a}, U_{b}$
(5) Set $U=\min \left\{U_{a}, U_{b}\right\}$
(6) Compute critical $U_{\alpha}$ values.
(7) Compare $U$ with $U_{\alpha}$ :

- The difference between $U_{a}$ and $U_{b}$ is significant at an error level $\alpha$ only if $U$ is smaller than $U_{\alpha}$
- If $U<U_{\alpha}$ and $U_{a}<U_{b}: A$ is from a distribution with a smaller median than $B$ (this is wrong with a probability of no more than $\alpha$ )
- If $U<U_{\alpha}$ and $U_{a}>U_{b}: A$ is from a distribution with a larger median than $B$ (this is wrong with a probability of no more than $\alpha$ )


## Mann-Whitney U Test

(1) Mixing and sorting.
(2) Ranking
(3) Compute rank sums $R_{a}, R_{b}$.
(4) Compute sample statistics $U_{a}, U_{b}$
(5) Set $U=\min \left\{U_{a}, U_{b}\right\}$
(6) Compute critical $U_{\alpha}$ values.
(7) Compare $U$ with $U_{\alpha}$ :

- The difference between $U_{a}$ and $U_{b}$ is significant at an error level $\alpha$ only if $U$ is smaller than $U_{\alpha}$
- If $U<U_{\alpha}$ and $U_{a}<U_{b}: A$ is from a distribution with a smaller median than $B$ (this is wrong with a probability of no more than $\alpha$ )
- If $U<U_{\alpha}$ and $U_{a}>U_{b}: A$ is from a distribution with a larger median than $B$ (this is wrong with a probability of no more than $\alpha$ )
- If $U \geq U_{\alpha}$ : If we make a statement about the relationship of $A$ and $B$, the chance to be wrong is greater than $\alpha$.


## Mann-Whitney U Test

(1) Mixing and sorting.
(2) Ranking
(3) Compute rank sums $R_{a}, R_{b}$.
(4) Compute sample statistics $U_{a}, U_{b}$
(5) Set $U=\min \left\{U_{a}, U_{b}\right\}$
(6) Compute critical $U_{\alpha}$ values.
(7) Compare $U$ with $U_{\alpha}$ :

- The difference between $U_{a}$ and $U_{b}$ is significant at an error level $\alpha$ only if $U$ is smaller than $U_{\alpha}$
- If $U<U_{\alpha}$ and $U_{a}<U_{b}: A$ is from a distribution with a smaller median than $B$ (this is wrong with a probability of no more than $\alpha$ )
- If $U<U_{\alpha}$ and $U_{a}>U_{b}: A$ is from a distribution with a larger median than $B$ (this is wrong with a probability of no more than $\alpha$ )
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- $\neg\left(U<U_{0.01}\right)$ since $7>4.05 \Rightarrow$ If we would say that $A$ is different from $B$, the probability to be wrong is more than $1 \%$, i.e., at $\alpha=0.01$, the difference between $A$ and $B$ is insignificant
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