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I. INTRODUCTION

Evolutionary Computation (EC, [1]) comprises all Monte Carlo metaheuristics which iteratively refine sets (populations) of multiple candidate solutions. Most EC approaches are either Swarm Intelligence (SI) methods or Evolutionary Algorithms (EAs). SI is inspired by fact that natural systems of many independent, simple agents (such as ants or birds) are often able to find pieces of food or shortest-distance routes very efficiently. EAs, on the other hand, copy the behavior of natural evolution and treat candidate solutions as individuals which compete and reproduce in a virtual environment defined by the user-provided objective function(s). Generation after generation, these individuals adapt to the environment and thus, tend to become suitable solutions for the problem at hand.

II. PAST

The roots of EC go back to the mid-1950s, where the biologist Barricelli [2] began to apply computer-aided simulations in order to gain more insight into the natural evolution. Bremermann [3] and Bledsoe [4] were the first ones to use evolutionary approaches for solving optimization problems. In the early 1980s Genetic Programming emerged as the youngest member of the EA family [5]. The most common SI methods followed in the 1990s [6, 7].

III. PRESENT

Evolutionary Computation now exists for almost 50 years. When taking a look on the current situation of this area, I get the impression that (1) countless algorithm variants and analyses have been published and EC became widely accepted in the research community. (2) Most of the evidence of the efficiency of EAs is based on experiments and empirical studies. Due to the many configuration parameters of EAs and the wide range of existing optimization problems, it is very hard to define meaningful boundaries for performance or required runtime. (3) A tendency towards hybridizing optimization techniques can be observed, resulting from this lack of knowledge about which algorithm is “good” for which problem. This trend began in the 1970s [8], lead to the development of Memetic Algorithms [9], and now culminates in the emergence of portfolio methods [10], which choose the best methods from an algorithm portfolio during the actual process of solving a given problem. (4) Despite the available evidence for the high utility of EAs, practitioners who solve real-world optimization problems appear to often prefer traditional, exact methods. Large-scale problems, which these approaches cannot handle anymore due to their computational complexity, are often approached manually instead of using metaheuristics which could have provided much better solutions in shorter time [11]. (5) The communication between researchers working on metaheuristic optimization and those working on traditional, exact methods is low, both communities appear to be separated.

IV. FUTURE

My humble opinion about the future development in the EC area is that (1) in the next ten to twenty years, metaheuristic optimization should undergo a slow transition from a research area to a service. Virtually every decision or design task in engineering and business is an optimization problem. Yet currently, only the fewest of them are recognized as such and even fewer are actually solved using a suitable technique. More joint projects between research and economy targeting real-world applications are necessary to improve the awareness and trust of practitioners in EC. (2) EA research should thus focus on tasks which are interesting for practitioners, such as large-scale real-world problems [11], in order to become more attractive for them. (3) Up to date, in my opinion, there exists no framework for analyzing EAs theoretically which provides results that are actually useful in practice. The development of a robust and simple analysis approach would be highly desirable since it would further increase the acceptance of EC. (4) A closer cooperation between the EC community and traditional operations researchers should be pursued, since an exchange of ideas would be beneficial for both sides.
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